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Abstract
In estimating parameters of a model assumed to govern the finite population, it is often the case that the sampling design cannot be ignored.  In other words, the model cannot be assumed to hold for the sampled data due to selection bias.  This is due to the fact that the design covariates (these are the variates that drive the sample selection probabilities) cannot all be accounted for in the model for reasons such as the desire to have a parsimonious model, the desire to avoid instability in parameter estimates due to overfitting, and above all the desire to meet analyst’s goals. Also, some covariates may have to be excluded from the model for practical reasons such as unavailability of finite population totals that are needed in constructing estimates of small area totals.

A natural way to overcome the presence of nonignorable sample designs in the joint design-model based estimation is to work with transformed or aggregate-level data such as the direct survey estimates for small areas.  With aggregate level data, one can take account of the sampling design in specifying the likelihood of model parameters by appealing to the central limit theorem for large samples; here it is assumed that variances of the direct estimates can be precisely estimated. If the preferred model is unit-level which is often the case in practice, there is, clearly, a loss of efficiency by using aggregate level data.  However, this is the price one pays for not knowing the likelihood for unit level sample data from complex designs.  Such an approach was used in Fay-Herriot’s pioneering 1979 paper on small area estimation.   This approach has, however, several limitations: (i) the large sample required to validate the Gaussian approximation is not reasonable for direct small area estimates; (ii) it is unrealistic to assume that estimates of variances of direct estimates are precise; (iii) unit-level covariate information cannot be exploited; and (iv) models become internally inconsistent when the level of aggregation is changed.

In this talk a new approach  (a unit-level generalization of FH) is presented which,  like FH, employs data aggregation but through survey-weighted estimating functions rather than estimators.  Working with estimating functions (EFs) helps to alleviate the problems associated with FH because EFs can be better approximated by normality even for modest sample sizes, and can always be collapsed, if necessary, to improve the Gaussian approximation and the precision of variance estimates.  Also, EFs can be based on unit-level covariate information, and can be specified at the lowest level of aggregation to avoid the problem of internal inconsistency.  For hierarchical Bayes (HB) small area estimation, the proposed approach simply replaces the likelihood (when the design is ignorable) with the estimating function based Gaussian likelihood.

The method is illustrated by means of fitting a simple example of a HB linear mixed model to data obtained from a nonignorable sample design.  Both fixed and random parameters are estimated to construct small area estimates.  Different scenarios for nonignorability are considered.  MCMC is used for HB parameter estimation.  Results from a small simulation study will also be presented.
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